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Adversarial Attack

● Adversarial Examples input data with an imperceptible change

● Adversarial Examples = Original data (𝑥) + Perturbation with noise (ϵ)

● Adversarial Attack induce misclassification in purpose to make machine learning models more ROBUST

Original Data Perturbation Adversarial Data

+ =



Fast Gradient Sign Method

Loss Function

Parameters of 
the model

Input
(panda image)

Output
(“panda” label)

Adversarial Boundary

Explaining and Harnessing Adversarial Examples (2015)
Ian.J.Goodfellow, Jonathon Shlens & Christian Szegedy



Backdoor Attack

BadNets: Identifying Vulnerabilities in the Machine Learning Model Supply Chain (2019)
Tianyu Gu, Brendan Dolan-Gavitt, Siddarth Garg



Challenges in NLP Adversarial Attack

● Image domain (CONTINUOUS): Adding a minimal noise to the pixels

● Text domain (DISCRETE): Easily distinguish the difference

42 12 11

23 100 94

36 43 35

40 14 13

21 102 92

34 41 38

Image adversarial attack 

“I love you so much” “I love you a lot”

Text adversarial attack 



Backdoor Attack in NLP

“Is BERT Really Robust?”: TEXTFOOLER
(Synonym Replacement)

Hidden Killer
(Syntactic Trigger)



Backdoor Defense in NLP (ONION) 

ONION: A Simple and Effective Defense Against Textual Backdoor Attacks(2015)
Ian.J.Goodfellow, Jonathon Shlens & Christian Szegedy

(1) Victim Models: BiLSTM and BERT

(2) Attack Methods:

● BadNet: LOW / MIDDLE / HIGH -frequency words injected randomly as triggers

● RIPPLe: adjusts the embeddings of the trigger words

● InSent: Injection of specific “fixed sentence”

(3) Defense Algorithm: ONION (backdOor defeNse with outlIer wOrd detectioN)



Backdoor Defense in NLP (ONION) 

Suspicion Word Score

Score w/o the 
𝒊𝒕𝒉 token

Whole sentence 
PERPLEXITY

PERPLEXITY w/o the 
𝒊𝒕𝒉 token

Perplexity Equation: Evaluation metric of NLP Models to 
measure the fluency of the sentence

ONION: A Simple and Effective Defense Against Textual Backdoor Attacks(2015)
Ian.J.Goodfellow, Jonathon Shlens & Christian Szegedy

Higher 𝒇𝒊 suggests the 𝒊𝒕𝒉 token is the outlier word since lower 

perplexity represents a more fluent sentence



Issues with ONION

1. Third-Party PPL calculation

• Victim model is depended on BiLSTM & BERT

• ONION uses GPT2 for perplexity

2. Removal of Normal Words

• 57% normal words removed from poison dataset

• 63% normal words removed from clean dataset

GPT2LM Perplexity Calculation Code

Examples of normal words removed, 
(source: “ONION” paper)



Masked Language Model Scoring

Sum of all log probabilities of the 

copies of a sentence

Pseudo-log-likelihood
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MSDT: Masked Language Model Scoring Backdoor Defense in Text Domain



MSDT Algorithm (Part 1)

(1) Remove 𝒋𝒕𝒉 token 

from the sentence
(1) 
(2) 

(2) Calculate MLM Score
of the new sentence

(3) (3) Store new score in a list



MSDT Algorithm (Part 2)

List of Thresholds

(1) For every threshold & 
every score

(1) 

(2) (2) Calculate difference b/w 
the Score and Score Avg.(3) If diff. is bigger than threshold: 

• Remove 𝒊𝒕𝒉 token
(3) 

(4) (4) Move to the next token



MLM Scoring Defense Method

Poison Dataset

● Split sent = [no, movement, ‘,’ , no, yuks, ‘,’, not, much, mb, of, anything, ‘.’, ‘’]

● Mlm score list = [65.9, 49. 69.9, 59.1, 45.6, 70.4, 66.3, 65.0, 30.9, 71.0, 67.4, 75.8, 62.3, 62.3]

● SCORE AVG = 798.6 / 13 = 61.4

● abs(score avg diff) = [4.41, 12.49, 8.41, 2.39, 15.89, 8.91, 4.81, 3.51, 30.59, 9.51, 5.91, 14.31, 0.81, 0.81]

● REMOVE “mb”

Clean Dataset

● split_sent = [one, long, string, of, cliches]

● abs(score_avg_diff) = [5.702, 6.842, 1,268, 13.638, 2.362, 0.262]

● No Words Removed

Remove token if 

“14 < Score Difference”
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4.1 Experimental Setting

Classification DATASETs

SST-2 (Binary)

Sentiment Analysis

AG News (Multi-Label)

World, Sports, Business, Science

DBPedia (Multi-Label)

[9, 70, 219] classes



4.2 Victim Model and Attack Method

BERT

BadNL

Different frequency words injected randomly as triggers

LOW

[mn, bq, tq, mb, cf]

MIDDLE (freq.)

[stop(7), intentions(8), santa(8), 

spider-man(8), visceral(9)]

HIGH (freq.)

[with(953), an(825), about(433) all(377) story(289)]



4.3 Evaluation Metrics

𝐴𝑆𝑅: Attack Success Rate

∆𝐴𝑆𝑅: Change in ↑ 𝐴𝑆𝑅 (Higher the Better)

𝐶𝐴𝐶𝐶: Clean Accuracy on Clean Sentence after removal

∆𝐶𝐴𝐶𝐶: Change in ↓ 𝐶𝐴𝐶𝐶 (Lower the Better)



4.4 Attack Success Rate (𝑨𝑺𝑹 & ∆𝑨𝑺𝑹)



4.4 Clean Accuracy (𝑪𝑨𝑪𝑪 & ∆𝑪𝑨𝑪𝑪)



4.4 Removed Words (ONION)



4.4 Removed Words (MSDT)
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Significance

1. LACK of Research on Textual Defense

• Concentrated in Backdoor Attacks

2. PUBLICLY Released Pre-Trained LMs

• Easily downloaded, but VULNERABLE

3. Daily Life Examples

• Typos / Weird Sentences react as triggers

• Easily lead to misclassification



Novel Findings

MSDT: Novel Improved Textual Backdoor Defense Algorithm

• Utilize MLM Scoring

• Resolve third-party perplexity issue (GPT-2)

• Outperform ONION
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